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Abstract. In the traditional scenario in cryptography there is one sender,
one receiver and an active or passive eavesdropper who is an opponent.

Depending from the application the sender or the receiver (or both)

need to use a secret key. Often we are not dealing with an individual

sender /receiver, but the sender/receiver is an organization. The goal of
threshold cryptography is to present practical schemes to solve such prob-

lems without the need to use the more general methods of mental games.

In this paper we survey some recent research results on this topic. In

particular on: DSS based threshold signatures, robust threshold cryp-

tography, threshold cryptography without a trusted dealer, more optimal

secret sharing schemes for threshold cryptography, proactive threshold
cryptography and its generalizations.

1 Introduction

Public key [31] allows any sender to send private data to a known receiver (or to
a receiver whose public key is authentic [58]). A public key system can also be
used to digitally sign documents. Any receiver who knows the authentic public
key of the sender can check whether data originated from the sender, or that
it was created or modified by an outsider. Conventional cryptography achieves
similar properties in a weaker sense [55, 64].

Traditionally, cryptography considers the case where there is one sender and
one receiver. However, a lot of communication is between an individual and an
organization, e.g., a company, a governmental agency, a non-profit organization,
etc. Examples are utility bills, tax forms, newsletters from professional organi-
zations, etc. Organizations need also to communicate to each other. Moreover,
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many, and certainly security related, actions are taken by a group of people
instead of by an individual. Indeed, the authority to sign a document is often
not in the hands of a single person. In a bank wholesale transactions need to
be signed by two co-signers. In the parliament (house) it is not the speaker who
votes on a proposal for a new law, but a majority and this is also true in other
democratic institutes (e.g., a board of directors).

So there is a need for guaranteeing the authenticity of messages sent by a
group of individuals to another group (or person) and this without enormous
expansion of keys and/or messages. One often knows an organization (and its
public key), but not necessarily who works in this organization or even less who
has the power to sign in the name of the organization. So, to avoid a key man-
agement problem and to allow distribution of power an organization should have
mainly one public key, instead of relying on the many public keys of the indi-
viduals inside that organization, who are unknown to the outside world. If the
organization has one public key, the power to sign (or to decrypt, or to use a
cryptosystem) should then be shared, to avoid abuse and to guarantee reliability.
In our mechanical society such properties are often achieved. The goal of thresh-
old cryptography is to make this possible in an electronic society. It combines
threshold schemes [7,62] (or secret sharing schemes [46]) with cryptography.

In this paper, we first discuss some of the first attempts to address the afore-
mentioned issues, see Section 2. We then give a brief survey of some basic schemes
that achieve this goal, see Section 3. Recent research results are briefly surveyed
in Section 4. Finally in Section 5 we give some further details.

2 Early attempts

Shamir [62] was the first to discuss that a company’s secret key, used to digitally
sign documents, should not be given to a single entity. He noted that:

Consider, for example, a company that digitally signs all checks (see RSA
...). If each executive is given a copy of the company’s secret signature
key, the system is convenient but easy to misuse. If the cooperation of
all the company’s executives is necessary in order to sign each check,
the system is safe but inconvenient. The standard solution requires at
least three signatures per check, and it is easy to implement with a (3,n)
threshold scheme. Each executive is given a small magnetic card with
one D, piece, and the company’s signature generating device accepts
any three of them in order to generate (and later destroy) a temporary
copy of the actual signature key D. The device does not contain any
secret information and thus need not be protected against inspection.
An unfaithful executive must have at least two accomplices in order to
forge the company’s signature in this scheme.

The solution suffers from many problems, the company’s signature generating
device can:



— leak the master key,

— modify the message being signed (indeed the co-signers have no control over
the message that is allegedly being signed), and

— sign extra messages.

So full trust is necessary in the manufacturer of the device and the one who
operates it. So this solution is not very secure.

The fact that sometimes a ciphertext needs to be decrypted jointly by a
group of users, instead of by a single user, was addressed in [17] and later in [26].
The first solution presented is not very secure and the second one is far from
practical since it relies on mental games (general secure distributed computation)
mechanisms [43,4,13].

3 Basic schemes

In this section, for simplicity, we mainly follow the description used in [19], and
discuss a generalization of it in Section 4.4.

A cryptosystem corresponds to evaluate a function with two inputs. One of
them is the key, and the other one varies from application to application, exam-
ples being: the plaintext, the ciphertext, the text to sign, a seed, etc. Often this
function is written as having one input with a key as parameter, e.g., fiey (input).
In our context it is useful to view that input as a parameter, so that we have

fkey (iHPUt) = Jinput (key)a (1)

where f and g are functions.
Some important cryptographic schemes have the property that a function g,
playing a major component, is homomorphic [47], i.e.,

go(k1 + k2) = go (k1) * go(k2), (2)

where b is the aforementioned input, and ki, ks belong to the key space. As
a first example consider the ElGamal encryption scheme [32]. First the public
key is (g,y,p) where g has a large enough order, p is a large enough prime,
y = ¢° mod p, and a is the secret key. The ciphertext is (c1,c2) = (¢g* mod p, M -
y* mod p), where M € Z, is the message. Now, a major component is the
computation of g., (a) = ¢ mod p, since, given ¢y, it allows the computation of
the plaintext M [21]. As a second example we consider RSA signature generation
and decryption. When signing or decrypting one computes g,(d) = b¢ mod n,
where b is the (hashed and processed) text to sign or respectively the ciphertext,
d is the secret key and n is the public modulus, i.e., the product of two primes.
Now Shamir’s secret sharing scheme [62] satisfies the property that:

key = 3 (constant, ) - Ghey) ®
i€EB



where B is a subset of the set of all participants, called A, and |B| = t, the
threshold. So, if Shamir’s secret sharing scheme is used and g is homomorphic
we obtain, using (3) and (2) that

Ginput(k€Y) = Ginput (Z(Constanti,B) . (sharei)> @
icB
= H ginput (ConSta’nti,B . Sharei)
icB
= H (ginput(Sharei))c"“s'ﬂanti,a ] (5)
i€B

So, in (5) ginput(share;) can be evaluated by the shareholder and sent together
with his identity (i.e., 7) to a reliable combiner. If enough shareholders responded,
the combiner, knowing the identities, can compute a set B’ which cardinality
must be at least as large as the threshold ¢, i.e., | B'| > t. The combiner chooses a
B C B’ such that |B| = t, computes constant; g for all ¢ € B and then evaluates
(5).

Originally ginput(share;) was called the partial result, but now one also refers
to it as partial signature, partial decryption, etc., depending from the context.

Let us now discuss the security aspects. The combiner needs to be reliable,
otherwise a fault tolerant implementation is required. If the final result of the
computation will be public (e.g., when signing), the combiner is allowed to re-
veal all the information he receives, otherwise (e.g., when decrypting ciphertext)
he cannot. The security goal is that the resulting scheme is as secure as the
original one. It should be observed that a cryptanalyst may now receive as extra
information:

— up to t — 1 shares, given by up to ¢t — 1 corrupted shareholders,
— up to [ = |A] partial results, and this for each ginput, (key) that was revealed
to the cryptanalyst.

So the task of the cryptanalyst should be as hard regardless whether he received
this extra information or not. This is usually achieved by requiring that any ¢t —1
shares can be simulated (zero-knowledge [44]) and that the partial results can
be simulated when ginput, (key) is given (minimal-knowledge [39]).

It should be noted that Shamir’s original secret sharing scheme only works
over a finite field. However, the secret key in RSA belongs to Z(,)(+), which
is not a finite field. The additive property of (3) is desirable since it allows
one to obtain threshold cryptography as we explained in Equations (4)—(5). An
extension of Shamir’s secret sharing, presented in [25] works over any Abelian
group (by viewing the secret as belonging to an “extended” key space). The
equality:

Ginput (constant; p - share;) = (ginput(sharei))conStanti'B
should then be viewed as the multiplicative notation of a scalar operation in a
module [47] and not as an exponentiation. Other secret sharing schemes have



been presented to satisfy (3), as will be surveyed in Section 4.3 and discussed
in more details in Section 5.2. Finally, ¢(n) must remain secret, which implies
that the shareholders should not know Zg(,). The reader interested in detailed
descriptions of how these technical issues in these basic schemes have been solved
can consult [10,9,33,29,22, 34, 19].

4 Recent research: a brief survey

For several cryptoschemes and applications one has developed threshold crypto
variants, such as threshold zero-knowledge proofs, threshold pseudorandom gen-
erators, etc. The concept of threshold cryptography has also been extended to
general access structures [46], so that the subsets of A (the set of the partici-
pants) authorized to jointly use the cryptoscheme are not necessarily specified
by a threshold. Note that the security of these schemes varies. One has un-
conditionally secure schemes, proven secure (under a computational complexity
assumption) ones, some are (proven) as secure as the original cryptoscheme, and
finally some threshold cryptoschemes have heuristic security. We refer the reader
to [24] for a survey of research done by 1994 on these topics. While that survey
was very general, we restrict ourselves to discuss only a few topics and discuss
threshold cryptography in a more narrow context. So, for example, we will not
discuss group signatures [14]. We refer the reader interested in that topic to [12].
Recent research has mainly focused on:

1. reliability. Threshold cryptoschemes that are reliable are called robust and
we briefly discuss those in Sections 4.1 and 5.3.
2. security enhancements, such as:
(a) no trusted dealer (see Sections 4.2 and 5.4).
(b) proactive security and its generalization (see Sections 4.2 and Sec-
tion 5.5).
(c) insiders’ anonymity (see Section 4.2).
3. efficiency, as discussed in Sections 4.3 and 5.2.
4. generalizations, such as
(a) threshold DSS (see Sections 4.4).
(b) abstraction, (see Section 4.4).

We now briefly survey these issues.

4.1 Reliability

To analyze the reliability aspect, let us focus on (5). It is clear that if one (or
more) shareholder sends one wrong partial result, ginput(share;) the result will
(likely) be wrong. If a public key system is used, one can using the public key
verify that the result is wrong. When the numbers of wrong partial results is
small, and a public key system is used, an exhaustive search will evidently find
out who sent the wrong partial result [61]. One can then recompute the result



ginput (key) ignoring the wrong partial results, provided one has at least t + e
partial results, where e is the number of wrong ones.

Recent research has focused on the computation of ginpus(key) without an
exhaustive search [28,42,37,41].

4.2 Security enhancements

Several security enhancements have been proposed, which we now briefly discuss.

No trusted dealer One can wonder who computes the share of a participant.
In the first schemes a single trusted dealer was often used. It is clear that such
an approach can best be avoided, however this is not always that easy. We refer
the reader to [57,42,8,16] and to Section 5.4 for some details.

Proactive security and its generalizations One can wonder what should
happen when a share is stolen or lost. Worse, what happens when an outsider
collects more shares than the threshold? As already observed in [26], it is a
bad idea to change the public key of a group, in particular when this group is
well known. Those who have not updated their public key database will use the
old one. Also the new public key must be certified enough times independently
before it can be trusted.

The solution that has been proposed to address this problem is to get new
guaranteed correct shares without relying on a trusted dealer and to keep the old
public key as long as is reasonable possible. The old shares should be destroyed
and the update should be done frequently enough, taken the power of the enemy
who may collect shares into account.

The following is a more general problem. How given shares for authorized
subsets of the participants in A, specified by an access structure I'4, can one,
without a dealer, distribute new shares for an access structure I'},, where A’ is
the new set of participants. If I'y & I}y, it is clear that some shareholders must
destroy their shares.

The concept of proactive secret sharing is based on [56] and its combination
with threshold cryptography has been studied in [45, 36, 59]. The generalization
has been studied independently in [23] and [35]. Prior work on redistributing
secret shares was done outside the scope of threshold cryptography, as can be
found in [15,2].

Insiders’ anonymity An outsider, not receiving the help of insiders nor of
the combiner, sees only ginput(key), and therefore is unable to find out who was
active in the computation as observed in [19]. However, insiders and the combiner
may (e.g., in threshold signatures) see ginput(share;) and i. Therefore they may
find out who the active insiders are. In voting, for example, this is not desired
and one needs to guarantee the anonymity of the insiders. A first solution has
been proposed in [40]. Note that the opposite problem, the one of tracing who



was involved, was already studied in [52] and that this problem can usually be
solved in robust threshold cryptosystems.

4.3 Efficiency

For several unconditionally secure threshold authentication schemes, e.g., [30]
and for ElGamal based threshold decryption [21] each share is as long as the
key. However, when one uses the extended Shamir’s secret sharing scheme [25]
for threshold RSA one has:

I+ length(key) < length(share;) < 2 [ * length(key),

where [ is the number of shareholders. (Note that when ¢ = [ one has that
length(share;) = length(key) [10,33]). Secret sharing schemes have been devel-
oped that allow more efficient threshold RSA schemes. Two approaches have
been followed: the one is guaranteed to work, while the other one is likely to
work. In the last approach it is possible that although a certain set of partici-
pants has a cardinality larger or equal to ¢, they will not be able to perform the
threshold computation in (5). We refer the reader to 20,1, 6,49].

4.4 Generalizations

g is not homomorphic What if the function g is not homomorphic? This
problem in its generality corresponds with the mental games problem [43,4, 13].
In its generality no practical solution has been proposed to address this problem.
For some algorithms, such as DSS, a practical approach may be desirable. This
was studied in [50, 42]. It should be noted that, even for the non-robust schemes,
there is a significant difference between those solutions and the RSA solution.
In threshold RSA, if one trusts ¢ shareholders (or more), but not ¢ — 1 (or less),
t (non-faulty) shareholders are sufficient to jointly compute the result. However,
in the threshold DSS schemes more than ¢ are required to co-sign. In fact, in
the Gennaro-Jarecki-Krawczyk-Rabin scheme at least 2t — 1 participants are
required, which implies that if [ is even and t corresponds to majority, (i.e.,
[1/2] + 1) no practical threshold DSS signature scheme has been presented so
far.

Abstraction One can wonder whether there is a need that g is a homomor-
phism. More general approaches have been discussed in [3]. We briefly focus on
one of those (see also [11]).

Suppose that shareholders of a key want to compute ginput (key) in a practical
distributed way. This is, for example, possible if there exist a recomputation
function i’ and functions ¢’ such that

Jinput (key) = 77l (gilnput(Sha’rei1 )7 s 7gilnput (Sha‘reit )) .



5 Some details

It is clear that seeing the large number of papers that have appeared on threshold
cryptography, that a book is needed to profoundly cover the aforementioned
subtopics. To avoid giving no details whatsoever, a few topics will be chosen
and discussed in some depth. We do no longer order the subtopics as we did in
Section 4.

We first remind the reader when a secret sharing scheme is called homomor-
phic [5].

5.1 Homomorphic secret sharing

Let (s1, S2,- - -, §;) be a share assignment of the key k and similarly (s, s5, ..., s])
be the shares of the key &’. Assume operations, denoted using “+”, are defined
on the share spaces and the key space. A secret sharing scheme is called homo-
morphic [5] if ((s1 +5}), (s2+85),...,(s1 +s})) is a possible share assignment of
the key k + k. Shamir secret sharing scheme is homomorphic. In fact any secret
sharing scheme satisfying (3) in which the shares belong to a module [47] (an
Abelian group with scalars belonging to a ring), the constant; p are scalars, and
the keys belong to a submodule, is homomorphic, as is easy to verify.

5.2 More efficient schemes

As we surveyed in Section 4.3, the problem of making more efficient secret shar-
ing schemes useful for threshold cryptography is in particular important for
threshold RSA.

We only discuss here a variant for ¢ = 2 of a scheme given in [20] and then
generalize it using Kurosawa-Stinson interpretation of the scheme given in [6].
We use the occasion to explain how to use these schemes for threshold RSA.

We first explain the case t = 2.

An example Let | be the number of participants. Let K(+) be a group and
k € K be the secret. We number the participants ¢ from 0 till [ — 1 and represent
i in binary representation, i.e., i corresponds to the bits (iy,. .., i10g,(1)])-

When creating shares, the dealer will choose [log,(!)] independent uniformly
random elements 7. € K (1 < ¢ < [logy({)]). Through a secure channel partic-
ipant ¢ receives as sub-share s; . = r. when ¢ = 0 and otherwise s; . = kK —r..
So, a participant 7 receives [log,(l)] sub-shares.

We now discuss how ¢ and j can reconstruct the key. If 4 # 7 then in their
binary representation there will be at least one column ¢ in which they differ,
i.e., ic # je. Assume that i. = 0, then k = s;. + ;.. If the group K(+) is
Abelian, then the scheme is homomorphic and the reconstruction works regard-
less whether i. = 0 or not.



Now we explain how to use this scheme for threshold RSA [20]. Assume, as
in [19], that n is the product of primes of equal length!. The distributor chooses
the shares as we explained using K = Z(,)(4) and k = d. When co-signing,
assume that m is the hashed and processed message. Each participant ¢ sends
the number ¢ and the sub-partial signatures o; . = m®-< mod n for all c. Assume
that this was done by participants, let say ¢ and j. Giving correct shares, knowing
1 and 7, one can find a column ¢ where 7. # j. and compute the signature since
Oic % 0 = mficT%ic = md If participants i and j know in advance that they
will be co-signing, then they only need to send one o; . instead of [log,(l)] many.

Note that the shares in [20] are as long as in the variant we discussed here,
but that more randomness is required.

A generalization The 2-out-of-[ previous scheme is based on [log,(I)] indepen-
dent 2-out-of-2 sharing schemes. The scheme in [6] satisfies a similar property.
This scheme inspired Kurosawa and Stinson and they gave a generalization we
now discuss [49].

Let A and A’ be finite sets, B a subset of A, [ = |A| and I’ = |A'| and F
be a set of functions from A to A’. We assume that I’ < [. A function f from
A to A’ is a perfect hash for B if f restricted to B is one-to-one. F is a Perfect
Hash Family (1,1, t) if for all subsets B C A with cardinality ¢ there is at least
one function f in F such that f is a perfect hash for B. Note that the binary
representation defines such a Perfect Hash Family from the set A to A’ = {0,1}.

A Perfect Hash Family can now be used to construct new secret sharing
schemes from old ones. Suppose that one is given a t-out-of-I’ sharing scheme
and F, a Perfect Hash Family (,1’,¢). One can then construct a t-out-of-l secret
sharing scheme. Let us first discuss how to distribute shares. For each f € F, the
dealer uses the share generation algorithm of the t-out-of-/ sharing scheme pro-
ducing [ shares s, for all o’ € A". If f(i) = f(j) = o' participant ¢ and j receive
as subshare s,-. The randomness used when distributing shares corresponding
to f is independent of the randomness utilized for the f’ iteration. The total
number of subshares is |F'| and the length of the share of a participant is the
sum of the length of his subshares.

When ¢ shareholders, let us say in B C A, want to reconstruct the secret, they
find which f € F'is a perfect hash for B and they use subshares corresponding
with that f. The reconstruction algorithm of the t-out-of-I’ is then used.

If the original t-out-of-I’ sharing scheme can be used for threshold RSA, then
so can the t-out-of-/ one.

5.3 Robustness

A simple example as an introduction We start by discussing an uncon-
ditionally secure threshold cryptosystem. In 1974 Gilbert, MacWilliams and
Sloane proposed the following authentication scheme. The sender and receiver

! Otherwise, work modulo ¢(n)|n?/é(n)| instead of modulo ¢(n), similar as in [34].



have a common a,b €g GF(q), which describes a secret line in the vectorspace
GF(q) x GF(q) of points with coordinates (x,y) satisfying the equation y =
a -z +b. (The original description of this scheme was over a projective space
instead of over a vector space.) To authenticate a message m € GF(q) the sender
sends the point (m, MAC) on the line, i.e. the Message Authentication Code is
MAC = a - m + b. The receiver accepts the received message m’ as authentic if
(m/,MAC') is on the secret line. If the secret is used only once the probability
of a successful impersonation or substitution attack if 1/gq.

If ¢ is a prime, then any homomorphic secret sharing scheme might be used
to transform this scheme into a threshold authentication one. Indeed, let s; be a
share of a and s be a share of b, then MAC; = m - s; + s} is a share of the MAC,
called a partial MAC [22,30,27]. If Shamir’s secret sharing scheme is used, as
in [30], this scheme is not robust.

Using the connection between threshold schemes and error-correcting codes [18,
54, 48] this scheme can easily be made robust. Indeed, let the shares of a, i.e.,
(s1,82,.--,81), and the shares of b, i.e., (s],85,...,5]), be chosen as codewords
in an appropriate linear code over GF(q). If this is a good error-correcting code,
then one can correct errors provided sufficiently many participants compute their
partial MAC, i.e., M AC;. For security purposes it is necessary that the scheme
is perfect and composite [5]. Perfectness means that ¢ — 1 shares do not reveal
anything about the key and compositeness that the revelation of all the shares
of k1 + ko, where k1 + ks € GF(q), does not reveal anything more about (ki, k2)
than what k; + ks does. Reed-Solomon error-correcting codes [60] codes satisfy
these properties when used as in [54].

Making threshold RSA robust From [54] it is rather obvious that the gen-
eralization of Shamir secret sharing scheme implies a generalization of Reed-
Solomon codes. It therefore seems that RSA could be made robust using this gen-
eralized Reed-Solomon code. However, when the number of errors is rather large,
no algorithm is known to locate the errors in this generalized Reed-Solomon code.
Note that it is easy to prove that if one could efficiently generalize the Berlekamp-
Massey algorithm [53] to work for this generalized Reed-Solomon code, that the
discrete log problem and factoring problem would both be easy [28]. Whether
there exists a polynomial-time algorithm to detect the error locations is still an
open problem. However, the problem need not to be addressed to obtain robust
threshold RSA.

The common method used to achieve robust RSA is to send more data and
to rely on the fact that RSA is a public key algorithm. If each of ¢ participants
proves that he has sent the correct partial result, then one can ignore all other
partial results. This implies that one only needs ¢ + e partial results, where e is
the number of incorrect partial results. Note that in the McEliece-Sarwate’s use
of Reed-Solomon codes one needs t + 2e shares to recompute the key. Several
methods have been developed (see Section 4.1) and we only discuss one of those.

Gennaro-Jarecki-Krawczyk-Rabin [41] developed two methods to achieve ro-
bust threshold RSA. One is interactive and the other one is non-interactive.



We discuss the non-interactive one which is based on the Gilbert-MacWilliams-
Sloane authentication scheme.

The scheme assumes that n = pq is the product of safe primes (a prime p
is safe if p = 2p' + 1 where p’ is a prime). To detect an error the combiner
will receive extra information a; ; and b;;, where ¢ indicates the participant
and j the subshare (see Section 5.2). In fact, for each subshare s;; the dealer
chooses uniformly random an a; ;, such that 1 < a;; < n° and an b;; such
that 1 < b;; < n'T%1%%2 where ¢; and J» are appropriately chosen [41]. The
dealer gives participant ¢ privately, the subshare s; ; and the integer y; ;, where
Yij = Gij - Si; + b;;, for all j. The dealer also gives the combiner privately
the integers a;; and b; ; for all ¢ and j. We trust that the combiner will keep
these values secret and that the combiner will perform the verifications we now
describe. Otherwise more combiners might be used as described in [41].

When co-signing participant ¢ computes the sub-partial signatures o; ; of m
and sub-mac Y; ; = m¥-i mod n for each j and send those to the combiner. We
now explain how the combiner can locate the correct partial signatures. To verify
whether it is correct the combiner verifies if

(04,5)*7 -m"7 =Y;,; mod n,

for all received o; ;. The combiner now uses these partial signatures for which
the verification was successful. Note that it is still possible that the correct sub-
partial signature is —o; ;. For all existing threshold RSA schemes this implies
that the actual signature may have to be multiplied by —1. Knowing e the

combiner can easily check whether this is necessary.

5.4 Avoiding a trusted dealer

If the secret key can be chosen randomly, as is usually the case in a discrete log
setting, then the following use of homomorphic secret sharing can be utilized
towards abolishing the need for a trusted dealer.

The first participant chooses a uniformly random key k; and plays distributor
of this key generating shares (s1,1,1,2,...,51,1). The first participant sends,
using a secure channel, the shares s;; to participant ¢ and 1 < ¢ < 1. Now, ¢
participants, let say those in B C A, will perform similar operations (choosing
the randomness independently) and create shares s;; instead of s1,; and send
those privately to participant 7. A participant ¢ can then compute the share
8=, jeB Sii- Since the sharing scheme is homomorphic, s; is a share of the
key k =3 cp kj. If the keys k; belong to an Abelian group (see also [38]) and
the secret sharing scheme is perfect, then ¢t — 1 shareholders have no information
about the secret key k.

The first use of this idea in the context of threshold cryptography was in [57].
Pedersen’s scheme also guarantees that the distribution is verifiable, i.e., that
the shares the shareholders received will always recompute the same secret key.
Pedersen’s scheme also guarantees that this secret key corresponds to the public
key that is made public.



Note that the problem of avoiding a trusted dealer is much more complex in
the context of RSA [8].

5.5 Proactive

We briefly explain how the use of homomorphic secret sharing is useful towards
achieving proactive threshold cryptography. We assume that the secret sharing
scheme is homomorphic.

If (s1,s2,...,81) is a share assignment for the key k and (s},s5,...,s]) is
a uniformly random share assignment for the “key” 0, then (s{,s5,...,s]) =
(s1 + 81,82 + sh,...,8 + s}) is a new share assignment for the same key k.
Assume that one trusts ¢ shareholders. Then ¢ participants, denoted by j, can
each contribute their own random (s, s’ ,...,s},;). This is done in a similar
way as in Section 5.4, however the shares correspond with the “keys” 0. When
working in an Abelian group (see also [38]) and when the secret sharing scheme
is perfect, the resulting share s; = s;+ 3, p s ; will be guaranteed independent
of the original share s;, due to the properties of the one-time-pad [63]. Both s,
and s/ are shares of the same key k.

One should note that the schemes are more complex since each contributing
shareholder needs to prove that his contribution (s, sh, ..., s]) consists of shares
of 0. Also, achieving proactive threshold RSA is more complex (see Section 4.2).

6 Final comments

As mentioned, we did not discuss all aspects of threshold cryptography in this
survey. For example, some threshold cryptoschemes (not cited in this paper)
have some security problems as was pointed out in [51].
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